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FOREWORD TO THE SECOND EDITION*

In the comparatively short period of time which has passed since practical incor- -
poration of initial experience with the program evaluation and review technique
(PERT) method, its effectiveness has been graphically revealed in the most
diversified areas of military activity, both in planning small processes pertaining
to servicing and readying combat equipment for utilization, and in planning overall
combat operations of subunits and units. :

Experience has shown that two conditions must be observed for effective application
of the PERT method in any program:

1) the basic elements of the PERT method (including preliminary project
analysis, construction of a network schedule, determination of time and other in-
- dices) should be thoroughly studied;

2) the PERT method can be practically adopted only following thorough train-
ing of personnel, with a full comprehension of control objectives and complexity of
the processes being planned; at the same time it is essential to have a precise idea of
means and available time when drawing up network schedule plans.

Experience has confirmed that a superficial attitude toward PERT method invariably
leads to discredit and project failure. Systematized and sequential study and dis-
semination of the PERT method, as well as thoroughly thought-through organization
of work with network schedules is a guarantee of success in working with applica-
tion of program evaluation and review technique.

Amassed experience in application of a PERT system indicates that strict observance
of the following conditions is essential from an organizational-practical stand-
y| point for successful mastery of this system:

thorough study, by commanders of all echelons, of the fundamentals of planning
with the employment of critical-path methods;

* The First Edition was published in 1968, under the title "Planirovaniye boyevykh
deystviy i upravleniye voyskami s pomoshch'yu setevykh grafikov'" [Planning Combat
Operations and Troop Control With the Aid of Network Schedules].
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ability of staff officers to construct network schedules applicable to
the specific conditions of military life and activities;

precise execution of all measures specified by network schedules.

Organization and implementation of a program evaluation and review technique system.
As experience shows, the entire PERT work cycle breaks down into two stages:

construction of a network schedule plan and its analysis for the purpose of
determining available reserves of time and resources (as a rule this job con-
tains several sequential stages, at each of which a better plan is formulated than
the plan produced at the previous stage); ’

regular comparison of the plan with the actual course of progress of the
process, since following final adoption it becomes a concrete project calendar
network schedule and is utilized for improving activities pertaining to direction
and monitoring of process execution; bottlenecks in the project process are revealed
in the course of such an analysis, resources are redistributed, and the schedule is
revised up to the end of the process; execution of these cycles is of fundamental
importance.

The first edition of this volume was useful for initial adoption of program
evaluation and review technique methods into the practical activities of troops,
staffs, and military establishments.

In this present edition the fundamentals of program evaluation and review technique
are presented in a simple and easily understandable form, and recommendations are
given on its application with a number of practical examples.

As follows from the very essence of the PERT system, the authors emphasize that it
is an aggregate of computation methods, organizational measures and monitoring
techniques, taking into account the complex processes of combat activities of

- troops and staffs. Following are the end objectives of employment of a PERT sys-
tem:

elucidation and mobilization of reserves of time and resources hidden in
efficient organization of combat operations;

exercise of control of combat operation processes according to the principle
of "leading element," with prediction and prevention of potential malfunctions in
the course of erecution of combat operations, and improvement of the combat in-
dices of planned processes connected with the conduct of combat operations;

improvement in the effectiveness and efficiency of control as a whole, with
clear-cut distribution of responsibility among commanders of different levels and
their staffs.

One of the specific features of a PERT system is utilization of a new, highly
sophisticated form of plan representation. It is proposed that the entire process
of conduct of combat operations be depicted in a single network flowchart,

which not only substantially facilitates perception of substance of the process
but also greatly facilitates the entire subsequent process of direction of combat
operations during their execution. A network model of combat operations provides
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much more information than the presently employed combat operations planning
documents,

A high degree of planning and control objectivity, considerable flexibility and
efficiency, and creation of conditions for rapid and efficient management are the
principal characteristic features of a program evaluation and review technique

system. A high degree of objectivity is achieved due to precise plan revision and
adjustment in the course of combat operations, which makes it possible to examine
adopted decisicns taking account of the actual state of affairs, to obtain fore-

casts of the future, to provide for the subsequent development of events, and to fore-
see possible departures from the schedule and influence of these deviations from
execution of subsequent operations and for a finite period of time.

A program evaluation and review technique system makes it possible quantitatively
to measure the degree of uncertainty inherent in any process connected with the
conduct of combat operations. In controlling combat operations, the commander as
a rule encounters a large number of surprises which are difficult to foresee in
advance. PERT methods make it possible to determine the potential nature of uc-
tions by the enemy and enable one to be prepared to localize these unexpected oc-
currences.,

A program evaluation and review technique system compels the commander to concen-—
trate his attention and efforts in those areas which are a bottleneck at a given
moment and threaten failure to meet the timetable of execution of the combat mis-
sion and demand immediate correction. At the same time other operations, although
not diverting the commander's attention, do not get out from under his observation
and control.

A PERT system helps the commander separate the main from secondary matters and
precisely to specify those tasks which are performed at each level of leadership.

Control in a PERT system is based on a specially created flow of current infcrma-
tion, which continuously or periodically is received by the commander.

A network model forms the basis o) a PERT system -~ a graphic representation of a
combat operations plan, which in the literature is called a network schedule or
network chart. It is precisely the type of employed model which determined the
very name of the system. Theory of linear complexes constitutes the mathematical
foundation of program evaluation and review technique [literally: network planning
and management (control)] method. The network method of planning and management, in
contrast to other methods of investigation, does not require a special mathematical
structure, and the terms and concepts which one encounters in employing this method
are perceived almost intuitively. Because of this, the PERT method is easily
mastered.

In this, second edition the authors have expanded the basic terms and concepts of
critical-path, program evaluation and review technique method, have made the
material more easily understandable, have added additional terms and definitions,
have simplified a number of methods, and have employed a number of new examples for
demonstrating the range of application of PERT methods in military affairs, partic~
ularly in the area of direct planning and control of combat operationms.
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In this volume the authors present examples applying to the battalion level. It
did not make sense from a methodological standpoint to cite examples of a larger
scale, since this would sharply increase the amount of labor required and would
make it somewhat difficult to understand the substance of the matter. The prin-
ciples of application of the PERT method are the same for any echelon, and there-
fore the reader, after gaining an understanding of the method, will be able to
apply it in planning any complex process and scientific management and control of
that process.

In this second edition the authors have succeeded in stressing the fundamental idea
of program evaluation and review technique -- the constructed network model should
be adequate to the system being simulated. They have drawn the reader's attention
to the fact that construction of a network model is one of the most difficult and
critical tasks of simulation and modeling.

The authors have elaborated and presented in a very comprehensible form methods of
manual calculation of network schedules, which is extremely important when working
in field conditions.

One should bear in mind that the more complex the planned process, in which large
numbers of personnel take part, the greater the results produced by the PERT

method. The method of constructing scale network schedules proposed by the

authors furnishes commanders and staffs precisely with that tool which enables

them to construct a flawless system of interaction and coordination of the personnel
and resources taking part in combat operations.

Further serious and thorough study of this scientific method, which enables one to
reach optimal solutions in many areas of troop combat activities, and extensive
adoption of this method in combat activities and daily troop routine will un-
questionably produce considerable results.

Lt Gen Tank Trps Prof G. T. Zavizion,
Doctor of Military Sciences

FOR O} ’
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Chapter I. GENERAL CONCEPTS AND ELEMENTS OF A PROGRAM EVALUATION AND
REVIEW TECHNIQUE SYSTEM. PROCEDURE OF CONSTRUCTING NETWORK SCHEDULES

1. General Method Concepts

1. Description of Program Evaluation and Review Technique Method

At the present time, in light of the resolutions of the historic 24th CPSU Congress,
there is taking place in the nation's economy rapid development of a new direction
in organization of the complex processes connected with expenditure of manpower,
material, energy and other resources. Critical-path method or program evaluation
and review technique method is experiencing the greatest dissemination among the
most important new forms and methods of improving management. The successful and
rapid spread of this method literally in almost all areas of human activity is

due first and foremost to its great advantages over planning methods based on strip
or linear charts.

These advantages consist in the following.

1. ECmployment of the program evaluation and review technique on the basis
of better, logically and matheszatically substantiated work organization, as practical
experience has shown, generates significant economy of manpower, time and resources,
ensures planning and monitoring of complex projects* simultaneously in several
directions, makes it possible to eliminate from the area of intensified monitoring
ttese activities which do not influence prompt and timely accomplishment of the task
as a whole, and promotes finding bottlenecks and overccaing them in a prompt and
timely manner.

In military affairs employment of program evaluation and review technique, on the
basis of precise calculations and analysis of logical and process relations, also
makes it possible to gain time and to economize in manpower and resources in solving
problems pertaining to many matters of logistic support and troop combat training.

* The term project in program and evaluation review technique method (PERT) is
defined as a specific, prior established aggregate of all operations which must be
rerformed in order to achieve the stated goal. We shall also encompass with this term
the planning of any combat operations at all echelonms.

5
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2. Network schedules furnish a graphic and easy-to-perceive representation
of a plan, elaborated both as a whole and part by part. They make it possible to
revise decisions taking into account the actual state of affairs, to obtain fore-
casts, and to predict possible departures from the plan and their consequences
which may affect the plan execution timetable. Network schedules will make it pos-
sible quantitatively to measure the uncertainty characteristic of any plan. A
program evaluation and review technique system (PERT*) makes it possible extensive-
ly and efficiently to employ electronic computer hardware.

3. Program evaluation and review technique, utilizing network schedules as
project models, makes it possible precisely to represent the volume and extent of
the problem; to elucidate with any degree of detail the operations involved in
a project; to establish the interrelationship betweer these operations; to deter-
mine the events occurrence of which is essential in order to achieve the stated
partial and end objectives; precisely to distribute responsibilities among project
participants; to exclude the possibility of omitting operations which are objective-
ly necessary in order to achieve project goals.

4. Program evaluation and review technique makes it possible more extensive-
ly to utilize in planning activities the experience of the most competent and highly
trained project personnel,as well as practically verified statistical data in order
to achieve the most realistic estimate of requirements in manpower and resources
required for performance of operations; in advance, in the course of project model
analysis, to locate hidden reserve potential and to specify ways to utilize this
potential and, in particular, ways to utilize noncritical project resources,
channeling them toward acceleration of critical operations, achleviug accomplish-
ment of the entire project in a shorter period of time and with less expenditure of
manpower and material resources.

5. Program evaluation and review technique makes it possible to employ a
simple method of introducing changes, refinements and additions to project planms,
which leads to flexibility and continuity of planning and ensures simplification
of information and the system of record keeping, as well as rapid project enlistment
of new management personnel and uninterrupted control when replacing project
managers. When employing electronic computers, program evaluation and review
technique ensures rapid computation of a large number of project plan variants,
from which the optimal variant is selected.

Thus program evaluation and review technique makes it possible to obtain scientif-
ically substantiated answers to the most ipportant questions which arise during
planning and coordination of many interrelated projects.

Concluding this general description of program evaluation and review technique, we
must note that it can be employed regardless of the scale and complexity of the
project. Program evaluation and review technique produces the greatest effect in
complex projects, in complex dynamic controlled systems, where extensive employment
of electronic computers is possible. But in addition, program evaluation and
review technique also produces substantial positive effect in executing extremely

* Henceforth the term program evaluation and review technique will sometimes be
abbreviated to PERT for the sake of brevity.
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small-scale projects which include only several dozen events. For example, program
evaluation and review technique can be successfully applied in elaborating not only
an entire system of troop combat training or combat readiness measures but also in-
dividual system elements.

2. Division of a Program Evaluation and Review Technique System

Program evaluation and review technique is directly related to cybernetics as the
science of optimal control of complex dynamic systems.

We know that any control, both in the national economy and military affairs, presup-
poses the existence of:

a controlled object (controlled system);
environment (situation conditions);
a system or device acting upon the controlled object (controlling system).

The object of control can be machines, persons, and military subunits (establish-
ments).

The most characteristic objects of control under present—day conditions are objects
with a substantial number of collective bodies participating in an operation (project)
and with a large number of operations, that is, complex dynamic controlled systems.
The complexity of a controlled system is characterized by the number of elements,
nature and number of relations between them, as well as number of various possible
states of the system. The dynamic nature of a system is manifested in constant
change of states, environment, as well as change in parameters.

Environment (situation conditions) is defined as external influences on the object
of control, the conditions in which a controlled system is operating and will be
operating in the process of achieving the designated goal. The environment for
military troops is the concrete situation in which they are operating, that is, the
degree of hostile activity, conditions of terrain and season, weather, logistic
support, etc. System parameters change together with a change in external in-
fluences, as a consequence of which attainment of the ultimate goal is made more
difficult or facilitated.

Control system is defined as a control agency (headquarters staff, establishment,
factory management, etc) which possesses an appropriately developed network of sub-
ordinate control agencies (headquarters staffs, establishments, shops, sections)

or individual executors (commanders). In other words, it is a ramified management
(administrative) edifice which possesses the requisite resources and equipment for
executing development management functions (troop actions, design activities, or
production process). A control system, in conformity with the principles of modern
cybernetics, should possess the same degree of ramification as the controlled sys-
tem in order to provide for the control process. The operating effectiveness of a
control system depends first and foremost on the quality of operation of the in-
formation service.

FOR OFFICIAL USE ONLY
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Control process research investigations conducted both here and abroad indicate
that approximately 40 percent of the time expended by the manager and his support
- edifice goes for acquisition, study and analysis of information, 12 percent on
decision-making, 30 percent on giving instructions and orders and communicating
assignments to executing personnel, and 18 percent on verifying execution.

Thus collecting and processing information take up the greatest amount of time in
control and management. This fact has influenced the classification and division
of control systems.

As practical experilence has indicated, control systems can be classified by pur-
pose, contfvl parameters, technical level, and by types of models. Such a division
also occurs in a program evaluation and review technique system.

Program evaluation and review technique systems are subdivided by purpose into
single-function and multipurpose.

A single-function system is characterized by an aggregate of actions aimed at
achieving one specific goal, although many individual executants or subunits may
take part in this aggregate of actions; but they have a single goal, such as to
ensure a high degree of subunit combat readiness, to plan and execute a battalion
exercise in a prompt and timely manner, etc.

A multipurpose system is employed when it is necessary to control the activities
of a number of subunits (units) of different arms, which are pursuing different
goals within a unified aggregate of missions.

Program evaluation and review technique systems are subdivided by control parameters
into systems based only on time parameters or various parameters in combination:
time, cost, resources, and technical-economic indicators.

The time parameter is considered in all cases.

The following eight versions of control system can be listed, in relation to the
combination of various parameters:

1) PERT -- time;

2) PERT -- time-cost;

3) PERT -- time-resources;

4) PERT -- time-technical and economic indicators;

5) PERT -- time-cost-resources;

6) PERT -- time-cost-technical and economic indicators;

7) PERT —- time~resources-technical and economic indicators;

8) PERT -- time-cost-resources-technical and economic indicators.

8
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In practice PERT systems with the time parameter are most common.

All PERT systems can be characterized, on the basis of technical level, as
machine systems, based on extensive employment of various means of mechanization,
computer hardware, communications, and television.

Five levels of a PERT control system are distinguished.

1. Zero level, which is characterized by employment of only the simplest
means of mechanization of management labor and the simplest computer hardware.
At this level there is no control system in the broad meaning of the term.

- 2, First level -- this represents a qualitative leap forward in development
of a planning and management system, although externally this level differs little
from the zero level in scale of application of means of mechanization and com-
puter hardware.

The first level is characterized by regular arrival of input data and their
processing according to a specified program, by regular utilization of output
information by management, and by uniformity of input and output information as a
rule only in one parameter.

3. The second level is characterized by employment of high-powered
electronic computers with highly developed machine memory systems. Information
based on diversified parameters is utilized in second-level control systems.

4., The third level is characterized by the creation of special integrated
systems with simulation, as well as with managerial training. Control systems of
this level are distinguished by exceptionally high information service performance
quality.

5. The fourth level coustitutes development of third-level systems. Fourth-
level control systems provide for modeling/simulation, playing through a process,
managerial training, and automation of part of the decision-making process.

Control systems are broken down on the basis of types of models into systems em~
ploying linear models and systems employing network models. Model in this context

' is defined as a plan of development prepared in such a manner that it most fully
reflects the entire course of events pertaining to achieving the stated goal under
given conditions.

Graphic methods of modeling are the most common in practice. They are more
versatile and visually graspable. Graphic methods of modeling (planning) can also
be extensively employed in practical troop activities.

Examples of such modeling include various calendar schedules of events, combat
training schedules, plans for conduct of field exercises and other documents drawn
up on maps or in the form of diagrams and charts with the necessary explanatory
notes. One version of graphic modeling of combat operations employed for organiza-
tion of coordination, training of officers and for other purposes is sandbox
simulation of a possible combat situation.

.l&
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in the past, before the appearance of network schedules, various versions of
linear charts (Figure 1) were in widespread use and continue to be employed today.
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Figure 1. a -- linear; b -- cyclogram
Key:
1. Dates (hours) 4. Processes
2. Designation of process (operations) 5. Time
3. 1lst process, 2nd process, ... etc 6. Volume of work, as percentage

Alongside the positive aspects of linear charts and cyclograms (graphic expression
of assigned tasks, sequence and timetable of execution), however, they contain
serious drawbacks. Following are the principal deficiencies:

inadequate reflection of the links between processes and operations and
their interdependence;

a particularly static approach to their preparation, since the solutioms

embodied in them take on a congealed form; the schedule is disrupted and becomes
unrealistic;

limited possibilities of predicting and monitoring the course of project
execution;

10
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the composition of operations and the timetable for their execution are
designated unambiguously, which inevitably leads subsequently to revision of the
plan model, which is very difficult to do on linear charts;

linear models do not reflect that uncertainty which is inherent in the
processes and project as a whole.

Therefore it became necessary to construct a model which would make it possible
to carry out with great effectiveness planning, monitoring, plan correction and
revision, control, and extensively to employ electronic computers.

Network schedules and a program evaluation and review technique system, the
virtues and advantages of which were discussed above, are fully in conformity with
these requirements. We should emphasize here, however, that network schedules,
while providing a high degree of objectivity in planning and forecasting the
course of project development, as well as a high degree of flexibility and ef-
ficiency of management, do not exclude in control and management employment of
linear charts, cyclograms, and particularly graphic schedules of troop combat
operations worked out on maps or diagrams.

2. Fundamentals of Construction of Network Models

A program evaluation and review technique system is based on graphic representation
of the project plan in the form of an arrow logic diagram (network schedule), in
which the entire aggregate of operations is broken down into separate, clearly
defined operations. The network schedule presents the logical interrelationship
and interconditionality of all operations and the sequence of their execution,

from the beginning to the final goal of the project.

3. Elements of Network Schedules

Let us examine the basic concepts, definitions and terms required to master
program evaluation and review technique.

In constructing network schedules, one proceeds from three basic concepts: work,
event, and path.

Work is any labor process or action accompanied by expenditures of time and re-
sources. For example, loading ammwnition at a military supply facility, march by
a subunit (unit) into a concentration area, etc.

The term "work' also includes waiting (a passive process), which requires neither
expenditure of labor nor resources. For example, day or night halt for personnel
during execution of a march, waiting one's turn to cross a water obstacle on a
ferry or bridge in conformity with the crossing schedule, etc.

The term "work' is also defined as a simple relationship between two or more

measures (processes). This will be fictitious, or empty work, which requires
neither the expenditure of time, labor, nor resources.

11
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The duration of work, just as any process, can be measured quantitatively in units
of time: minutes, hours, days, etc. Work can also have other quantitative evalua-
tions, such as laboriousness/labor intensiveness, cost, expenditure of material
resources, etc. In addition, each job should have a designation, which reveals its
content, such as "Mission Briefing," "Situation Estimate," "Alert-Warning Subunits,"
"Loading Ammunition on Alert," "Unit March From Point A to Point B," "Unit (Subunit)
Halt During March,” etc.

An event is the result of a given process, the intermediate or end result of per-
formance of one or several preceding work operations, which makes it possible to
proceed to subsequent operations. For example, assembly and formation of columns
of subunits on a combat alert at permanent basing locations are completed, which
makes it possible to commence their movement to the designated concentration area.

Thus an event, in contrast to a work operation, is not a process, has no duration,
and is not accompanied by any expenditures (time, resources).

An event on network schedules is usually represented by circles, work by solid
arrows, and empty work (dependence) by dashed arrows (Figure 2).

(1) Codoimue

) ..‘,ﬁm"":,:;z:
Ily'll.'ﬂ

(3) Npod dqmmwmnacmb——

’\Xanocmnn
abdomer (8 Mun s pad (6)

(aawaumcms)

Figure 2. Representation of Events and Work Operations in a Network Chart

Key:
1. Event 5. 1Issuing of warning orders
2. Work 6. Empty work (dependence)
3, Duration of work (in minutes) 7. Attack order received
4, Situation estimate and decision-
making

The arrows are not vectors. They can be of any length and direction.

Any work operation (arrow) on a network chart joins only two events and represents
the process of transition of one event to another. The event from which arrows
originate is called initial (or preceding); an event at which arrows end is

called terminal (or succeeding) for the given work operationms. One and the same
event may alternately be preceding and succeeding. The initial event for an entire
network is called the starting event, while the terminal event of an entire network
is called the concluding event.

Work operations in a network are usually coded by the numbers of the events between

which they run. For example, the work operation "Mission Briefing' (Figure 3) will
be coded (1, 2), while operation "Time Calculation" may be assigned code (2, 3).

12
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Figure 3. Coding Work Operations by Events

Key:
1. Mission Briefing 2. Time Calculation

In Figure 3 event (2) is the succeeding event for operation (1, 2) and the preced-
ing event for operation (2, 3).

One and the same event may terminate several work operations or only one operation,
while one or several operations may also originate from it. Therefore occurrence
of an event may depend 'on completion of one or several work operations respective-
ly.

It is evident from Figure 4 that operations (d and e) can begin only if operations
(a, b and ¢) are completed.

Figure 4. Dependence of Operations

All work operations in a network chart differ in character and are of differing
duration.

Thus an event is considered accomplished only when the most protracted of all
operations terminating at that event is completed.

The internal relationship between operations in a network schedule is determined
by observance of a fundamental rule: in a network schedule all operations are
interlinked -- the commencement of a succeeding operation is dependent upon com~
pletion of a preceding operation. It follows from this rule that in a network
schedule there cannot be a single operation which is not connected at its initia-
tion and termination to other operations through events. In other words, there
can be no events in a network schedule the commencement of which would not signify
the termination of at least one operation and simultaneously the commencement of
another.

Starting and concluding events are an exception. A starting event does not have
a preceding operation and is initial for the entire program (for example, 'March
Order Received," "Signal to Sound Unit Combat Alert Received"), while a conclud-

ing event signifies a conclusion to the entire aggregate of project measures (for
example, "Regiment Ready to Carry Out Combat Mission").
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Each operation contained in the schedule should possess quite specific content.
One should not, for example, designate an operation as "Commencement of Ammuni-
tion Loading” or "Conclusion of Allocation of Missions to Subunits,'" for sub-
jective notions about the terms "commencement' and "Conclusion'" are possible here.

In some cases accomplishment of part of some work operation is a condition for com-
mencement of one or several other operations. In this instance the operation can

- be broken down into two or several independent segments, concretely specified by
time (resources). Each segment of the divided operation should be viewed as an
independent operation. i

It is just as important precisely to formulate the designation of events. It is

incorrect, for example, to designate an event "Conclude Situation Estimate." Such

an event should be designated "Situation Estimate Concluded." A precise formula-

tion of events concentrates the attention of schedule preparers and persons super-

vising and managing the project not only on what operations should be performed to

- attain the project final objective but also on what should be the result of each
operation or group of operations preceding a given event and in what concrete form
an operation (operations) should be concluded so that the following operation can
commence.

In a network schedule there should be no closed loops, that is, circular couplings,
since such a coupling can be logically absurd. The linkage of operations shown in
Figure 5, for example, cannot occur in practice, since situation estimate per-
formed following time calculation cannot precede mission briefing.

(1)
Oyenxa 06CmMaKOBKY

Figure 5. Closed Loop

Key:
1. Situation estimate 3. Time calculation
2. Attack mission briefing

A path is any uninterrupted logical (technological) sequence of work operations
(chain of operations) from the starting (first) to the concluding event, that is,
from commencement of plan elaboration to the final goal. Here one should bear in
mind that no path can pass twice through the same event; any path may run along an
empty operation; several paths can pass through one and the same event.

Path length is determined by the sum total duration of operations lying on that
path. There may be many paths from the starting to the concluding event. As a
result of preparation and analysis of a network schedule, one reveals that path
the total duration of operations on which will be maximum. This path is called
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critical. It determines the requisite time of execution of all operations contained
in the network schedule.

All operations lying on the critical path are also critical operations. The dura-
tion of these operations determines duration of the critical path. Shortening
critical operations or extending the timetable of operations will correspondingly
lead to a shortening or lengthening of the path. Thus all critical operations are
potentially a plan bottleneck.

A network may contain several critical paths. Paths close in time to critical are
called subcritical. All other paths, and these are the majority, differ downward
significantly in duration from critical and subcritical paths. Such paths are
called unstressed (or noncritical) paths.

Operations lying on a critical path are designated by heavy lines or a double
(colored) line, as is shown in Figure 6. Designation on the chart of operations
which are on a critical path makes it possible to present in graphic form that
sequence of operations which determines the total task accomplishment time. This
is especially important when analyzing complex plans, execution of which involves
the participation of a large number of executants.

hours hours

2 yaca /Z\

Figure 6. Representation of a Critical Path (path 1, 3, 4 is critical)

Six complete paths can be found on the chart (Figure 7), depicting an aggregate
of principal measures pertaining to readying a subunit for an attack. 1In order to
determine which of these paths is critical, their duration must be compared:

Li=(0,1,37 9% {(L)=(5+5 60 20)=90 min;

Ly=(0,1,8,579); t(L)=(5+54+0+60+20)=9  min;
Ly=(0, 1, 2,57 9); {(Ly)=(5+ 15+ 604 604 20) = 160 min;
L,=(0,1,2,6,8 9y t(L)=(54154 154304 15) =80 min;
L,=(0,1,4,6,8 9 t(Ly)=(5+5+0430+ 15 =55  min;
Ly=(0, 1, 4,8, 9% {{L)=(5+5+30+15)="55 min.

The third of these paths is the longest, and it will be the critical path. The
first and second paths are subcritical. The remaining paths in this network
schedule will be unstressed (noncritical).

In addition to complete paths, the following are also distinguished in a network
schedule:

path preceding or following a given event; the path from an initial event
to a given event is called preceding, and a path linking this event with the con-
cluding event —-- path following the given event;
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Figure 7. Paths in a Network Schedule
Key:
1. Mission briefing and time cal- 7. Organization for attack in
culation the subunits
2. Issuing of warning order to com- 8. Allocation of tasks to rear
bat subunits services subunits
3. Situation estimate and decision- 9. Readying of rear services sub-
making units for combat operations
4. Issuing of warning order to rear 10. Organization of support of
services subunits combat operations
5. Readying of combat subunits for 11. Take up position in assembly
attack area
_ 6. Allocation of tasks and organiza- 12, Movement by rear services sub-
tion of cooperation and coordina- units to assembly area

tion

a path between any two events in the chart, neither of which is a starting or
concluding event.

In the chart (Figure 7), for example, path (0, 1, 2) will be preceding for event
(2); paths (2, 5, 7, 9) and (2, 6, 8, 9) will be succeeding for this event. Paths
(1, 3, 5) and (1, 2, 5) are paths between two events, such as events (1 and 5).

Any noncritical path has a time reserve which is equal to the difference between
the duration of the critical path and the duration of the noncritical path.
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Operations lying on a noncritical path also possess a time reserve, that is, they
allow for changes in their execution timetables.

The existence of time reserves in noncritical operations makes it possible freely
to maneuver internal resources by increasing the execution time of certain non-
critical operations (within the limits of time reserve) and thus to speed up
execution of critical and subciitical operations. It is precisely this which is
the main element in program evaluation and review technique.

In Figure 7 we took a simple network in which it is not difficult to find the
critical and subcritical paths. For more complex networks with a large number of
events, calculation must be performed according to a method specially developed

for this purpose. Small networks (schedules), containing up to 150-200 events,

are usually calculated manually. Networks with from 200 to 1000 events or more are
as a rule calculated on electronic computers. One should bear in mind, however,
that large networks (more than 1000 events) are visually poorly graspable. In con-
nection with this, in large projects it is advisable to construct several network
schedules.

In constructing network schedules, it is recommended that increasing empty linkages
(operations) be avoided. They should be employed in a network only if they are
essential.

Detailing of a network schedule is determined by the extent and complexity of the
project, computer capabilities, as well as the structure (level) of control. The
higher the control level, the fewer details in the network.

For a program with up to 200 events, usually a single general network schedule is

constructed. Several networks are constructed in planning large-scale operationms,
in the accomplishment of which many executing entities participate. 1In such cases
there usually can be three degrees of network detailing.

Networks of the first degree of detailing are constructed in consolldated form,

for elaboration of the overall structure and course of operations -- these are net-
works for the top level of leadership (summary networks). In such networks opera-
tions (arrows) represent entire aggregates of measures on a large scale.

Networks of the second degree of detailing are constructed for the middle leader-
ship echelon. Such networks are particular or local networks, which are worked
out in greater detail, although each arrow in these networks can also represent
several operations (aggregate of operationms).

Primary network schedules are designated for the lower leadership echelon., These
schedules can be detailed to the level defined by the boundaries of responsibility
of executing personnel and agencies (for example, operations under the authority

of a single executant). Primary networks contain a larger number of events.
Detailed networks, in connection with the necessity of reflecting a large number of

interrelationships and dependences, contain a substantially larger number of empty
operations.
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Since there are several versions of networks based on degree of detailing, net-
works are constructéd both in a descending and ascending direction, most frequently
ascending. In this case there arises the task of unifying primary networks into
particular (local) ones, and subsequently into summary or consolidated networks.
So-called joining of networks is performed.

The list of general concepts should also include the question of modification of
graphic representation. This also can include the following three variants:

i first —— networks with orientation on operations; above the arrows operations
- are designated, while only a number is assigned to events;

second -~ networks with orientation on events; in these networks not opera-—
tions but events are designated on the charts, while arrows indicate only the
linkage between events;

third —— combined orientation (both operations and events are designated),

Networks of the second and third variants are employed in large-scale plams in °
preparing synthesized (consolidated) schedules.

Networks of the first variant are more advisable for small and medium networks,
These are most frequently a technological plan (project) model. It more graphical-
ly shows the sequence of operations and their interlinkage, Networks of the first
variant are recommended for beginning study and assimilation of program evaluation
and review technique.

Finally, we should mention division of network schedules into two variants con-
nected with the elements of uncertainty in given programs., Two types of network
models are distinguished on the basis of this attribute: determined and stochastic
(probability).

Determined models are defined as models in which there are no uncertainties; every-
thing in them is known.

Stochastic models are models in which there are elements of uncertainty. For
example, in scientific research and experimental design projects it is impossible
precisely to establish expenditures of time and resources, and the number of per-
sonnel required for performance of given particular operations, In these cases
one employs the probability method of estimating poseible expenditures of time,
resources, etc. '

4, Procedure of Constructing Network Schedules

General Principles

There exist several general procedures of constructing network schedules:

from beginning to end (from starting to concluding event);

from middle to end and beginning;
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from end to beginning.

We shall follow the most widespread method —— from beginning to end, from left to
right. Each event with a larger serial number is positioned somewhat to the right
of the preceding number. Arrows may be of any length and direction, but mandatori-
ly running from left to right. It is essential to avoid if possible mutual inter-—
secting of arrows (Figure 8).

(2) (1)

(3)
<P 7 G

Undesirable Better

Figure 8. Construction of a Network

To achieve this, it is better to shift various events on the diagram or to represent
- the arrow in the form of a broken line,

In proceeding to construct a network, it is essential:

to establish what operations should be completed before a given operation
begins (what operations should precede a given operation);

to determine what operations can be commenced after completion of a given
operation;

to determine what operations can be performed simultaneously with a given
operation.

In constructing a network, a rough version is always first prepared (Figure 9),

As a rule the external appearance of the network is ignored. The rough network
usually appears very complex. Principal attention is devoted to a logically cor-
rect determination and mutual sequence of events. After the network has been con-
structed and the logical linkages checked and verified, it can be placed into
better order (Figure 10).

Figure 9. Preliminary, Rough Network Schedule
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Figure 10. Ordered Version of Network Schedule

Even after a network has been put into order, however, intersecting operationms
(arrows) may remain. This is undesirable from the standpoint of a chart's visual
appearance and ease of working with it, but it is entirely allowable and sometimes
unavoidable by virtue of the logical linkages and interdependence of events in the
program.

Frequently it is necessary to add so-called "forgotten" operations in the process
of putting a network in order.

Numbering of Events

As stated above, events are numbered in such a manner that a larger serial number
is positioned somewhat to the right of the preceding number, according to the
following rule: the number of a preceding event of an operation cannot be larger
than the number of a succeeding event of this same operation.

In constructing complex networks, however, one encounters certain difficulties in
numbering events, as a result of which errors occur, which subsequently can lead

to errors in computations. In order to eliminate errors and facilitate the number-
ing of events in networks, the so~called arrow deletion technique is employed.

This technique consists essentially in the following.

Figure 11. Numbering Events by the Arrow Deletion Method

First one finds an event on the chart (Figure 11) which does not have incoming
operations (the first, that is, starting event of a schedule is always such an event),
and a zero rank is assigned to this event; we mark the zero rank number above event

.
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We then mark through (with one line) all arrows proceeding from this event and
among succeeding events we look for those which do not have incoming arrows (other
than deleted), and assign them first rank (I).

We then mark (with two lines or a different-colored pencil) all arrows proceeding
from events of first rank (I), and among succeeding events look for those which
do not have incoming arrows, and assign them second rank (II).

We continue in this sequence up to the end of the chart, assigning subsequent events
which do not have incoming arrows, third (III), fourth (IV) ranks, etc. Events are
numbered by rank in ascending order, beginning with the starting event.

Representation of Parallel Operations

In constructing network schedules one very frequently encounters complex linkages
where two or more operations have common initial and terminal events, These opera-
tions are carried out in parallel (jointly), but they are of differing duration.
Parallel performance of operations should be depicted in such a manner that any
operation can be joined only with two events. In this case it is necessary to
depict the interlinkage of operations, introducing an additional event and an empty
link (Figure 12).

- (2)  Henpasunsno Npasuneno (3)

Figure 12. Graphic Representation of Parallel Operations

Key:
1. Hours 2. Incorrect
3. Correct

Representation of Differentliated-Dependent Operations

In constructing network schedules one can encounter conditions where in order to
perform an operation, such as operation (5, 6) in Figure 13a, 1t is necessary
first to perform several operations: in Figure 13a -- operations (2, 5), (3, 5)
and (4, 5), while for another operation (5, 7), proceeding from common event (5),
performance only of one of the preceding operations (4, 5) i1s a preliminary con-
dition. In this case the interlinkage and interdependence of operations cannot be
portrayed as is indicated in Figure 13a, for with such a representation the com-
mencement of operation (5, 7) depends on accomplishment of all three preceding
operations (2, 5), (3, 5), (4, 5), and this is not in conformity with the program
conditions.

Here, just as in representation of parallel operations, one should introduce an
additional event (4') and an empty link into the network (Figure 13b).
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Incorrect Correct
a b
Figure 13. Construction of a Network Taking Into Account the Relationship of

Operations

As already stated, in some cases accomplishment of a portion of any operation is
a condition for commencement of one or several operations (see operation (5, 6) in
Figure l4a), operation (4, 5) in Figure l4a). Therefore it would be incorrect to
represent on the chart (Figure l4a) the preceding operation entirely, and then to
delete from the terminal event (5) of this operation the succeeding operation (5,
6), the commencement of which depends on completion of only part of the preceding
operation. In this case, for a correct representation of the interlinkage and
sequence of performance of operations, we must divide operation (4, 5) in the
chart into component parts which are concretely time-determined, and introduce an
additional event (4') -- Figure 1l4b.

Incorrect Correct
a b

Figure 14. Construction of a Network Allowing for the Fact That Subsequent Opera-
tions Can Begin Following Completion of a Portion of the Preceding Operation

External Insertions in Schedules

In order to reflect in a draft plan the time and place of arrival in the unmit (sub-
unit) of additional supplies, personnel replacements, technical documentation (for
example, for performance of design activities) and other information, so-called in-
sertions are placed on network schedules. External insertions, in contrast to

operations and events, are customarily depicted separately: by a double circle with
a zero (Figure 15). e

Vehicle Servicing

Figure 15. Representation of External Insertions on a Chart

22

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000400040023-3



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000400040023-8

FOR OFFICIAL USE ONLY

If there are two or more operations proceeding from an event with which it is
necessary to link an insertion, the latter is depicted in a linkage with an event
additionally introduced via a fictitious operation (Figure 16).

Fuel

Vehicle Servicing

Figure 16. Representation of External Insertions on a Chart With Two or More Opera-
tions Proceeding From an Event

Procedure of Representation of Organizational Linkages

In constructing schedules one must represent not only technological links and rela-
tions but also organizational linkages, such as the sequential movement of teams of
repair personnel and the requisite equipment for organizing repair or servicing of
motor transport and armored vehicles in field conditions. Let us assume that there
are three work operations: A, B, and C (A — repair of tracks and suspension; B --
repair of engine; C —— repair and zeroing of weapons), which must be performed on
two tanks. For performance of repairs there are three teams of maintenance
specialists for each type of work operation, furnished the required equipment and
tools, whereby only one team -- for tracks and suspension maintenance -- is avail-
able at the commencement of repairs.

These operations can be performed at once on two tanks in parallel, sequentially
shifting maintenance specilalist teams and their equipment from one (I) damaged tamnk
to the other (II). The sequence of performance of these operations can be rep-
resented in a twofold manner in a network schedule (figwes 17 and 18).

Incorrect

Figure 17. Incorrect Representation of Sequence of Performance of Technological
and Organizational Linkages

Correct

Figure 18. Correct Representation of Sequence of Technological and Organizational
Linkages
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Upon examining the chart in Figure 17, we can establish that organizational and
technological links in this chart are shown incorrectly. This is due to the fact
that in this segment of a schedule of tank repair in field conditions, the dashed
arrows indicate not organizational links but the technological dependence of com-
mencement of work on repairing the engine of tank (II) on completion of repair of
the tracks and suspension of this same tank or commencement of repair of weapons
on completion of engine repair. In addition, job commencement (CI) has entirely
unwarrantedly been placed in a dependence on completion of work operation (AII).
In this case all organizational and technological links must be represented as
shown in Figure 18.

Two-Way Linkages

In addition to organizational linkages, charts can also reflect two-way linkages
(relations) which, just as in other cases, are represented by introduction of
fictitious operations (dashed arrows). For example, there are three processes:

A, B, C. Completion of process C depends on the results of processes A and B. In
this instance there arise two-way relations which can be depicted as shown in
Figure 19.

fiy Rz

Process A
Process 0

Process B

Figure 19. Representation of Dependent Processes

When introducing fictitious operations into a network, however, one should bear
in mind that their quantity and the direction of dashed-line arrows (linkages) may
reflect on the critical path (Figure 20).

=10+0+5+4 =13

txp= 10+5=15 tep
a

Figure 20. Influence of Direction of Fictitious Operations on Length of Critical
Path

As is evident from Figure 20a, fictitious operation (2, 3) does not affect the
critical path. 1In the other case (Figure 20b), with a change in the direction of
dependence in the same program, the fictitious operation led to an increased dura-
tion of the critical path. Therefore when introducing fictitious (empty) operations
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into a network, in each instance it is essential rigorously to analyze the necessity
of a given linkage (dependence) in the program.

Simplification of Linkages

When constructing network schedules it is sometimes advisable to consolidate opera-
tions by replacing a number of operations with one "aggregate' operation if some
group of operations has a single initial and a single terminal event (Figure 21).
This figure contains the simplest example of consolidation of operationms.

In practice, however, there more frequently occur cases where a group of operations
possessing a single initial and terminal event cannot be replaced by a single
"aggregate" operation due to the linkages of individual operations within the
group via intermediate events with other parts of the network schedule. In this
case one usually does not go beyond simplification of the network of the group

of operations in question (Figure 22).

Figure 21. Replacement of a Group of Operations by a Single "Aggregate" Operation

Figure 22. Replacement of a Group of Operations in Networks With Events Possessing
Intermediate Linkages

It is evident in Figure 22a that one cannot replace the original network with a
single "aggregate' operation as is done in the first instance, since it is linked
through events (8 and 9) with other parts of the network schedule of the entire
program. We have simplified the network, but we have left in it events (8 and 9),
without disrupting the linkages of the process in question with other parts of the
network schedule (Figure 22b).
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Such a simplification of networks significantly improves the visual appearance of
the overall network schedule and simplifies its calculation and optimization.

Verification of Correctness of Construction of a Network

A network schedule constructed according to the procedures described above is
usually checked. During this verification one determines whether the chart con-
tains operations bearing identical codes (especially for parallel operationms). If
such operations are discovered, additional events and fictitious operations should
be added. :

One then checks to determine whether there are dead-end events in the chart, that is,
events from which no operation begins, other than the concluding event of the
schedule. If such events are discovered, the operations which enter such events

and the events themselves must be eliminated from the schedule. It is also neces-
sary to eliminate events which are not preceded by an event, other than the start-
ing event.

Finally, one checks the order of presentation of differentiated-dependent operations,
organizational linkages, and checks to make sure there are no closed loops in the
chart (Figure 5).

In complex programs, following verification of primary and local network schedules,
they are joined into a consolidated network schedule of the overall program.

Joining Networks

It was stated above that network schedules in complex programs are subdivided, by
degree of detailing and function, into consolidated networks, particular (local), and
primary networks. Such a division makes it possible to determine the level of
detailing of network schedules and creates more favorable conditions for monitoring
the course of their development and control, and also makes it possible, when con-
structing the initial program schedule as a whole, to enlist the efforts of special-
ists or commanders (executants) of subordinate units (subunits) or sections who are
well acquainted with the sequence, extent and qualitative evaluations of operations
at their echelon.

In connection with such a division of network schedules by degree of detailing,

- when constructing consolidated overall program schedules there arises the necessity
of unifying (joining) particular (local) schedules into a general (consolidated)
network. The process of connecting networks is accompanied by discovering and cor-
recting mismatches, various discrepancies, and by simplification of local
schedules.

For ease of joining networks and in order to eliminate the repetition of operation
codes, in a consolidated schedule a specific quantity of numbers is given to each
executant (subunit, section) for numbering events, and input or output boundary
events of the networks they are constructing are determined (matched). For the
sake of clarity of representation, each subunit (section) can be assigned its own
event symbol (Figure 23). More than enough numbers are assigned to the sections
(subunits). For example, from No 121 to 140 to the first subunit, from No 140 to
No 160 to the second, etc.
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Figure 23. Schematic Diagram of Network Joining

_ Key:
1. Command 2, Section
3, Subunit

Joining of networks can be performed in detail, when particular networks are being
connected for the most part in the form in which they are submitted to higher head-
quarters, or in less detail when a consolidated network is constructed chiefly of
"aggregate' operations which include an entire aggregate of measures (operations)
performed by a given section (subunit),

Networks are more frequently connected in an ascending direction, from lower to
higher echelons, by boundary events, Boundary event is the term employed for
events which are linked by operations to other responsible executants of subunits
(sections) and are thus common to two and more networks, Boundary events may be
input (in Figure 23 -- 10, 20, and 40 respectively for the first, second, and third
sections) and output (in Figure 23 -~ 10, 20, and 40 respectively for the command,
the first and second section).

Input events indicate what group of operation results must be ‘received by a given
executing agency from other executing agencies, The output event for each executing
agency in turn will be those operation results which it is to transmit to another
executant, For example, event (5) "Tank Engine Repair Completed" (Figure 24) will
be the output boundary event of a particular network schedule of one maintenance
subunit and the input boundary event for the schedule of another subunit, which
installs tank equipment.

Figure 24 shows a method of joining networks. As we see, networks are connected
by a transition event, after which all other elements of the particular schedule
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Particular Consolidated (Connected)
Networks Network

Figure 24. Method of Joining Networks

are eliminated (if they are not simplified or consolidated), and conditional
starting and concluding events are additionally introduced (indicated by dashed-
line circles).

Figure 25. Possible Numbering of Events in a Matched and Joined Network

Introduction of conditional starting and concluding events is of importance for
subsequent calculatlons on a consolidated network schedule. A numbering ol events
which 1s continuous for the entire schedule is then performed on the matched and
joined network, while also leaving the old number in the circle indicating each
event (Figure 25), so that in the consolidated network it is easy to determine what
subunit (section) bears responsibility for performance of a given operation.

In complex programs, when matching and joining primary schedules and particular
schedules, a certain number of operations and events, responsibility for which is
assigned to individual subunits, can be omitted and replaced by "aggregate" opera-
tions, since the details of individual particular tasks are of no great sig-
nificance for a higher level of control. For example, in designing and building
new models of equipment, or at a repair plant, the designing (assembly) of
specific machine components (assemblies), consisting of a number of individual
operations, is included in the consolidated network as one independent operation
(Figure 26).
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Design of assembly

t,‘p=20 days

Figure 26. Replacement of a Bundle of Operations by a Single Operation in Con-
structing a Consolidated Schedule

We have presented the basic rules and procedures for constructing network schedules,
which should be observed when proceeding with program evaluation and review or
analysis of any processes (programs) in military affairs.

Sequence of Operations in Constructing Network Schedules

Construction of network schedules should be based first and foremost on a com-
prehensive analysis of the basic and intermediate program objectives.

The first stage of construction of a network model of a given process in military
affairs is formulation of the task which determines the ultimate objective of the
program, In addition to the principal (ultimate) objective, however, the program
should also specify intermediate goals, which should be interlinked both in sequence
and in attainment results.

Intermediate goals determine the level of program execution and constitute partic-
ular tasks, which must be accomplished in order to achieve the main goal. For

_ example, the end objective for a program modeling a unit march to an exercise area
will be concentration of the unit by the designated time, in area A, B, C, let us
say, in a state of readiness to carry out the combat mission, while the following
will correspondingly be the intermediate goals of this program:

organization of the unit's march;
execution of the march and concentration of subunits in area A, B, C;

making the subunits combat ready following the march in the new concentration
area.

The second stage of the operation, preceding construction of a network schedule,

consists in preparing a block diagram of the program, or a so-called "program tree,"
which should graphically show the extent and stages of operations.
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Fo r construction of a block diagram ("program tree"), the entire program (system)
is divided into subsystems, the subsystems in turn are divided into groups, and the
groups into individual elements.

It is recommended that a block diagram be developed primarily in complex plans,

when there are several intermediate goals, while they in turn can have their own
subgoals. One feature of such a complex structure is the presence at each level
of a number of independent terminal or intermediate units (subunits) which perform
their tasks independently of one another. The number of levels in the structure
depends chiefly on the complexity of the program and can differ for individual
branches of the structure. One branch develops in a fair amount of detail and
possesses many levels, while another ends at the second or third level and does not
divide further.

Preliminary development of a block diagram improves the visual clarity of the
program, establishes a more clear-cut interrelationship between its individual
parts, and simplifies management within the boundaries of each level.

The higher commander (higher headquarters) should be responsible for preparing
the block diagram; the higher commander determines the degree of breakdown of

the program development (lower level), designates persons and agencies responsible
for operations in the component parts of the program (other than staff), and
furnishes executing persons and agencies input data for program evaluation and
review.

Figure 27 contains a sample version of a program block diagram ("development tree"),
the goal of which is design and construction of a new machine (we shall conditional-
ly designate it "Object T-100").

In those cases where preparation of a block diagram is acknowledged to be inad-
visable, the overall volume of operations can be broken up by another method --
by constructing a consolidated network schedule (Figure 28).

7

Npusedenue
yacmu 8 no-

Figure 28. Consolidated Network Schedule

Key:
1. March order received 4, Unit ready to execute combat
2. Unit ready to march mission
3. Unit concentrated in area A, B, 5, Organization of march
C 6, Execution of march

7. Making unit ready after march
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Flgure 27. Structural "Development Tree"
Key:
1. Object T-100 6. Electrical equipment
2. Hull and turret 7. Communications gear
3. Armament 8. Tracks and suspension
4., Powerplant 9. Special equipment
5. Transmission 10. Level
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(Key to Figure 27 on preceding page, cont'd)

11.

12,
13.
14.

- 15.
16.
17.
18.
19.
- 20.
21.
22,
23.
24,
25.
26.
27.
28.
29.
30.
31.
32.
33.
34.
35.
- 36.
37.

38.
39.

40.
41.
42,
43.
44,

Geometric shapes and protec-
tive properties

Turrent ring and securement
Turrent traverse mechanism
Hatches, hatch covers, seal-
ing system

Gun

Machineguns

Aiming devices

Ammo stowage

Engine

Fuel system

Lubrication system

Cooling system

Starter system

Master clutch

Gearbox

Steering mechanism

Final drive

Power supply

Starter

Electric drives

Lights

Signaling system

Radio

Intercom

Track drive

Suspension

Equipment for operation sub-
merged

Heaters

Means of camouflage and con-
cealment

Ete

Barrel and breech ring
Breech mechanism

Recoil system

Automatic loading system

45.
46.
47.
48.

49.
50.

51.
52.

53.
54.
55.
56.
57.
58.
59.
60.
61.
62.
63.
64.
65.
66.
67.
68.
69.
70.

71.
72,

Hull machinegun

Turret mounted machinegun
Antiaircraft machinegun
Crankshaft and connecting
rod assembly

Valve gear, etc

Fuel pump, feed lines and
instruments, filters

0il pump, feed lines and
instruments, filters, etc
Pump, radiator, feed lines
and instruments

Gearbox

Epicyclic gears

Clutch elements

Gear shifting mechanism
Storage batteries '
Generator

Interior

Exterior

Emergency

Horn

Light

Receiver

Transmitter

Power supply

Driving sprockets

Tracks

Road wheels and top rollers
Idler wheels with track
tensioning mechanism
Elastic elements

Shock absorbers

The third stage of operations in constructing network schedules is the listing
of operations at each echelon of program development and determination of time

estimates.

The list of operations can be reduced to a table, an example of which is con-
tained in Table 1.
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Table 1.
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Key:
1. Mission briefing 3. Situation estimate, etc
2. Warning orders to subunits 4, Operations

5. Code of operations
6. Duration of operations, minutes

The "Code of Operations" column in the table can also be filled in after preparation
of the initial chart. As regards making operation time estimates, for frequently
repeating operations, for which specific standard times are available, duration of
operations shall be specified in conformity with these standards and taking con-
crete situation conditions into account.

In those cases where there are no objectively substantiated time standards for dura-
tion of operations (in scientific research, experimental design and other activi-
ties), one employs the probability method of determining their duration. A method
of formulating time estimates with this technique is presented in Chapter II.

Then an initial network schedule is constructed at each echelon proceeding from

the list of operations, it is calculated and analyzed, and on the basis of this

one determines the degree to which the initial schedule corresponds to the mission
assigned the unit. If the initial network schedule of performance of an aggregate
of operations dcez not provide for prompt task execution, schedule optimization
(improvement) is effected, in the interests of prompt and timely achievement of the
program goal at the given echelon. Optimized schedules of subunits (sections) are
submitted to higher headquarters, where a consolidated network schedule is drawn
up.

Sometimes, however, desirable or necessary calendar timetables for execution of
assigned operations will not be indicated in research programs for subunit com-
manders (executing agencies) at the stage of drafting the initial plan when assign-
ing the task of analysis of a model of an aggregate of various measures, for the
purpose of achieving greater objectivity of estimating a project timetable. In
this case executants will determine only the duration of individual operations, the
sequence of their execution and logical linkages of operations, independent of

the calendar timetable of their execution, which can be determined in a substan-
tiated manner only as a result of network calculatioms,
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A consolidated network schedule of the program as a whole, following verification
and elimination of all disagreements and discrepancies, is calculated, analyzed
and, when necessary, reoptimized.

Such a schedule, depending on the quantity of operations and events encompassed
by it, may be fully represented or constitute a consolidated network with fragments
of more important details.

34

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000400040023-8



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000400040023-8

FOR OFFICIAL USE ONLY

Chapter II. METHODS OF CALCULATING NETWORK SCHEDULES

1. Determining Duration of Operations

Network schedules which reflect troop combat operations are as a rule comstructed

on a time line. They can, however, also be constructed not on the basis of time
but other parameters, such as based on consumption or supply of resources or on the
basis of monetary expenditures. In these cases network calculation should also be
performed according to the corresponding parameter on the basis of which the network
is constructed. In this study we shall examine construction and optimization of
network schedules, that is, their improvement on a time parameter.

The duration of each operation in time is usually written down in the process of
constructing the network. In constructing a network, as soon as two events and
the operation linking these events have been specified, the operation name or
designation is written above it, and below it —— its time of duration in seconds,
minutes, hours, days, or weeks (depending on the nature of the process and con-
venience of working with the network schedule).

One should bear in mind the fact that correctness of statement of time character-
istics is of paramount importance. The quality of a chart and the efficiency of
process management on the basis of a given chart will depend on the correctness of
the designated time estimates. If, for example, operation executlon times are
understated, that is, are less than actually required, this will lead to haste in
preparation for doing a given job and the entire operation as a whole. Such haste,
as indicated by the experience of the last war, can lead to failure of combat opera-
tions and consequently to unwarranted and useless casualties. Obviously the ab-
jective of the combat engagement will not be achieved under such conditions,

On the other hand, overstating the time for carrying out individual operations can
lead to delay in the timetable for commencement of combat operations, that is, to
purposeless and unwarranted loss of time, of which the enemy can take advantage and
strengthen his defense or prepare for and mount a counterstroke,

Where should one obtain time estimates of operations which are closest to reality?

There exist two possibilities for this.
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For work actions or operations on which a fair amount of experience has been
amassed both in peacetime and in time of war, estimates can be adopted on the
basis of this experience, that is, such estimates can be taken from standard
figures derived in the course of combat training or in the course of combat opera-
tions.

- The correctness of unambiguous selection of such time indices is grounded in
- probability theory.

In military affairs one is usually dealing with random variables. We know from
probability theory that with a large number of tests, the arithmetic mean value

of a random variable remains practically constant {stops changing). In other words,
with a large number of independent tests, the arithmetic mean of obtained values of
random variable M* [X] converges in probability with its mathematical expectation
M [X]. This relationship between the arithmetic mean and the mathematical expecta-
tion of a random variable comprises the content of one of the forms of the law of
large numbers. This is exceptionally important for practical activities in the
respect that with a large number of experiments one takes the statistical (ex-
perimental) value of a given variable, considering it as differing little from the
actual value. Therefore utilization of statistical, that is, experimental data is
a scientifically substantiated approach to solving all types of problems connected
with random processes.

An important conclusion proceeds from this: it is essential to amass experimental
data on all operations connected with troop combat activities and to summarize
them into standard reference tables and catalogues. This also applies to expendi~
tures of resources (manpower, material, monetary, energy). If one has such
standard catalogues available, it will be easy to place time and other parameters in
network schedules.

Thus employment of experimentally obtained statistical data is one of the possibili-
ties for determination of time and other characteristics necessary for estimating
the duration of work operations or expenditure of resources and their placement in
network schedules.

There is also another possibility of obtaining the characteristics indicated above.
It is based on probability methods of determining random variables. The fact is
that in random or stochastic processes on which there is insufficient experience,

or in totally new processes, for which there is no experience whatsoever, there is
alse a possibility of determining a quantitative estimate of random phenomena. This
quantitative estimate can be determined on the basis of the probability of occur-
rence of a given event. For all practical purposes in this case it is advisable

to proceed in this manner, Three time estimates: optimistic, pessimistic, and most
probable -- are given by experienced commanders or military engineers (schedule
executants) for operations for which there are no time estimates.

Optimistic estimate -~ the shortest operation duration of those possible, that is,
time during which an operation can be performed with the most favorable confluence

of circumstances. We shall denote this estimate by tpin. As we know from experience,
in most cases the probability of accomplishing the job in this time is approximately
0.01.
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Pessimistic estimate —- the greatest possible work operation duration from the ex-
perience of the executant, that is, time to do the job with an extremely in-
felicitous confluence of circumstances. We shall designate this estimate with
tmax+ The probability of accomplishing the job in this time is also approximately
0.01.

Most probable estimate -— the possible time of accomplishment of a given job under
the condition that no unexpected difficulties arise. We shall designate this es-
timate with ty g. Probability of accomplishing the job in this time will be
maximum.

If we require of operation executants only one estimate in place of three, the pos-
sible result is that the estimate may prove to be overstated or understated, that
is, unrealistic. An unrealistic operation time or unrealistic material expendi-
tures indicated in the schedule can lead to the same miscalculations which are
frequently encountered in planning processes with the aid of linear charts, that
is, with the aid of presently existing traditional methods.

The probability of completing a work operation in a time less than the optimistic
estimate will be very small. The probability of completing a work operation in

a time exceeding the pessimistic estimate will similarly be small. The probabili-
ty of completing a work operation in the realistic estimate time, that is, in the
time of the most probable time estimate, will be the greatest. Proceeding from
this, at first glance it may seem that one must employ the most probable time es-
timate. However, if everything is weighed well, this should not be the procedure.

Let us examine this with a specific example.

We know that the number of target points scored at the firing range is a random
variable vhich is characterized by a certain distribution of probabilities for
each person on the firing line. In carrying out his firing assignment, each in-
dividual may score a certain minimum, maximum and most probable number of points.
The presumable estimate of number of points scored for each individual on each
round fired is quite similar to the tentative estimate of the time required to
accomplish each work operation in our case. We shall now assume that the number
of points scored by the rifleman is characterized by the statistical series
presented in Table 2.

Table 2.
(1) Beporrnocrs (p) . 02 0,6 0,1 0os | 003 | vuz | oW
Cayuaiinan scanyting (budu-' 3
(Z)A gLe npn crpeavbe oukl) . . 10 9 8 1 6 § 1
Key:
1. Probability 2. Random variable (target points
scored)
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We see from this series that a hit in the nine ring is most probable (p=0.6).

If we take the most probable score as our criterion, we can assume that a given
soldier will score 900 points with 100 rounds fired. But this will be incorrect.
We know from theory of probability that in order correctly to determine the
presumable number of points which will be scored by an individual, it is necessaty
to find some average quantity. For this we must multiply the value of the random
variable by its corresponding probabilities and add the obtained results. For our
example the arithmetic mean value differs from the most probable, which is equal
to 9. Thus the number of points scored by an individual with 100 rounds will be
close to 883.

Consequently, if in determining time estimates we take only one realistic or most
probable estimate, we shall be making the same mistake as with the soldier on the
firing line. There will be no such error if three time estimates are employed to
calculate the expected time for accomplishing each work operation.

In a theoretical respect, solving such a problem involves certain mathematical dif-
ficulties, since this would require knowing the distribution function of the
probabilities which characterize the duration of work operatioms.

When a commander gives three time estimates on the duration of performance of some
operation, that is, gives an optimistic, most probable, and pessimistic estimates,
he is defining a certain probability distribution analogous to the distributions

presented in Figure 29.

|

!
te ateb a u b a te
A B (4 D

Figure 29. Possible Probability Distributions

A -- optimistic estimate of duration of work operation; m -- most probable estimate
of duration of work operation; B —- pessimistic estimate of duration of work opera-
tion; te —- average duration of work operation 1f the given operation were
multiply repeated

Quantity te for each of the distributions contained in Figure 29 constitutes the
mathematical expectation or statistical average value of three work operation
duration estimates. In other words, quantity t, is the average duration of a given
work operation in case of multiple repetition.

The relative positions of quantities a, m, and b (Figure 29) depend on the numerical
values of these quantities, specified by the commander. Their relative positions in
turn determine the value or position of quantity te.

The value of quantity t, based on three estimates is determined with the formula

"=n+4érl+b. (1)
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We shall examine below the derivation of this formula. A special analysis and ex-
perience in employing PERT methods indicate that this formula is an intelligent

compromise between potential result accuracy and awkwardness of the computation
process.

However, in order to be certain of the value of the anticipated work operation per-
formance time, which nevertheless remains a random variable, it is necessary to
know what error we make in our estimate, that is, by what amount the actual work
operation performance time may deviate from the expected values. To estimate the
degree of possible deviations from the expected value, one customarily employs the
sums of the products of the squares of the differences of the random variables and
their mathematical expectations by the value of the probabilities of these random
variables. The quantity obtained in this manner, characterizing possible variance
of the random variable relative to its expected value,is called standard deviatiom.

Random variables are continuous and discontinuous, and therefore standard deviations
for these variables are also respectively determined with the following formulas:

for discontinuous variables:

DiX]|= E(x,—m_‘.)’p,: (2)

_ for continuous variables: o
DIX] = [ (xy—m) fxdx, (3)

- where D[X] is standard deviation; x4 -- value of random variable; m, —-- mathematical
expectation of random variable; Py -- probability of obtaining the value of a random
variable.

Of importance for program evaluation and review is that the overall distribution
variance of the sum of a set of mutually independent random variables is equal to
the sum of the values of the distribution variances for each random variable
separately.

We recommend that a reader who is unfamiliar with probability theory, for practical
determination of standard deviation, employ the following formula:

o= (252, o

- where @2 is standard deviation; b -- pessimistic estimate; a —— optimistic es~
timate.

This formula and the curves in Figure 29 show that the further apart the optimistic
and pessimistic estimates, that is, the greater the span of distribution, the
greater will be the uncertainty comnected with the operation in question and, on
the other hand, the less the variance, the more accurate the operation duration
estimate will be, and consequently the optimistic and pessimistic estimates lie
closer to one another.
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For example, let us say that two commanders have determined the duration of some
one operation, the estimate of which is contained in Table 3.

Table 3.
(2) ‘ Ouenxi
(1\) Kro onpereaser ONTHMHCTHYECKAN | HaHGOACe BepoRT- | meccHMHCTHIECKS
(3) (a) (4) use (1) (5)
- (6) TMepobiii koMaUAP « <+ + « « 4 6 8
(7) Bropoil koMauaNp « ¢ o o o . 10 12 13
Key:

1. Who determines 4. Most probable

2. Estimate 5. Pessimistic

3. Optimistic 6., TFirst commander
7. Second commander

In order to determine which commander more correctly determined duration of the
operation, we must compute the variance for each of them:

= (“—}“-)’ = (%)’= (0,67)2 = 0,45;

#=(252)~ (] = 0ar =0z

Our calculation indicates that variance is less with the second commander, and
consequently his estimates are more correct. It follows from this that these
estimates should be used for our calculationms.

Thus in order to determine who is less confident of his estimates, we must cal-
culate the standard deviation of each set of estimates and compare the obtained
standard deviations.

Let us examine the derivation of formulas (1) and (4). These formulas are com-
nected with f -distribution.

P-distribution is a distribution of random variable t, which changes in the in-
terval [A, B], where A»0, B>0, the density of probability of which is determined

by the formula v eyl ”" —olt<A
fly= T ASI<B ®)
u(B_A)++'ma+|"+l) Bt < o, :

where Euler's function of the first type

e N rmrm,
B (m, /:)-—6(.\“ (1—x)" 'rlx=-,=z—'n—_—}—,ﬁ. (6)
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Euler's function of the second type

riry= 6" Xl *dx,

Figure 30 shows the appearance of this distribution for stipulated values of

parameters.
"(lfl . - _
o! ﬂ\
A M 8 ¢

Figure 30. Distribution of a Random Variable Which Changes Within Interval
(4, B)

We shall also examine the B -distribution of a normalized random variable deter-
mined by the linear transformation
t=A+(B~A)u. N

The transformed function of density is reduced to normalized form:

o l(l u)v '—Q)<u<0 .
p)=| garisey 0<u<lI (8)
. ) (+l"+l») l<u<{ oo

For normalized p-distribution we have:

- a--1
u=E(u)=———a+:+,_,-: 9)
° @+ (10)

W= @ F v+ D+ FD

For nonnormalized A -distribution respectively:

abv+ 2

T=E(l)=A+(B—A4-—L]

and G B At DO+
N R R IR N i

A mode of nonnormalized distribution corresponding to £'(t)=0 is equal to

AY + Ba
M= . (1)

This enables us to write t in the form

- " A+ B .
f=E(l) = ALTEEEN M (12)
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In existing methods, and in the PERT method in particular, one selects:

e=2+V7% (13)
v=2-)72 - (14)
or ©
a=2-V7 _ o (15)
v=2+V72 _(16)
This gives: l=E(l)='Hf:,‘:r;')M=A+86+4M; (17

P B=APE+NO—) _ (B4 _( B—A )z

S EF v+ v B\ (18)

If we replace upper-case with lower-case letters, we shall obtain an exact ex-
pression of formulas (1) and (4), namely:

t_a+4m+b
« =6

b—a\3
2 [ T
-} -—( 6 )'

Thus we have established how expressions (1) and (4) were obtainmed.

and

Calculation of expected work operation performance time for the three estimates is
complex and laborious. Expected work operation performance time can also be deter-
mined on the basis of two estimates.

Experience indicates that determination of the most probable time estimate always
causes difficulty for operation executants, while determination of optimistic and
pessimistic estimates does not cause such difficulties.

In view of this fact, Soviet scientists D. I. Golenko and V. S, Mikhel'son proposed
determining expected time on the basis of two estimates. The equations they have
proposed are as follows:

for computing expected work operation duration time:

/ =3a+2b.

=i, (19)

for computing standard deviation
o = 0,04 (6 — a)?, (20)

where a -- optimistic estimate; b -- pessimistic estimate.

At the present time many prefer to employ formula (19) for determining expected job
duration time, for it has been proven by special studies that the difference in
result in comparison with the time obtained with formula (1) can be not more than

1 percent. Such a difference i1s not of any great practical significance.
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- Summarizing what has been stated in this section, we can conclude that time es-
timates for determining duration of execution of work operations connected with
military affairs must be taken from standard catalogues, manuals, regulations, and
summary tables.

In connection with this, military experts have the task of working up standards
and preparing standard reference handbooks for all work operations which can
take place in the course of combat actions. This will require the conduct of a large
number of tests and experiments in order to determine the time required to accom-
plish each work operation. For operations the execution time of which cannot be
established experimentally, it is expedient to employ the probability method of
determining their duration. All time estimates obtained in this way must be

_ tabulated in reference standards catalogues and distributed to the troops. Com-
manders and military engineers should take work operation time estimates from
these standards manuals,

In those instances where reference lists do not contain time estimates and ex-

perience on certain kinds of operations is not amassed, it is necessary to employ
formula (1) or (19) to determine duration of work operationms.

2. Calculating Network Schedule Parameters
When a network has been constructed, matched, joined and checked, one proceeds
with calculation of its parameters.
Calculation of the parameters of a network schedule consists in determining:
early and late times of event occurrence;
time of early and late commencement and ending of operatioms;
critical path;

all kinds of work operation reserves (complete and partial reserves of the
first and second types).

In addition to the above, the following enter into the calculation in stochastic
networks:

determination of standard deviations of work operations;

determination of probability of occurrence of key events or the entire
process at the calculated time.

Before proceeding with calculation of network parameters, we shall become
acquainted with the calculation diagram and principal conventional symbols. For
this we shall take a number of operations performed by the commander in or-
ganizing for an attack (Figure 31).
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Figure 31. Basic Layout of Calculation Diagram

Key:
1. Seqguence of work operations 5, Calculation diagram
2. Assignment of mission 6. Symbols
3. Mission briefing 7. Numbers of events
4. Time calculation 8. Time of duration of work

operations

The calculation diagram shown in Figure 31 constitutes a chain of events and
operations of a specific sequence, where:

h -- the event from which those operations commence which directly link to
the preceding event; i -- initial or preceding event of operation (i, J); J —-
terminal or succeeding event of operation (i, j); k -- event into which are linked
those operations which proceed from the succeeding event; (h, 1) -- preceing
operation; (i, j) -- operation in question; (i, k) -- succeeding operation.

A calculation diagram facilitates understanding the physical significance of
a network schedule.

There exist three methods of calculating networks: analytic, tabular, and graphic.
5. Analytic Method of Calculation

Formulas are employed with the analytic method, and therefore we shall acquaint
ourselves with the symbols employed in calculations:

ti, §) 7T duration of operation; th, i) ~ duration of preceding operation
(h, 1); t(j, k) ~ duration of succeeding operation (j, k); tp(i) -— time of early
occurrence of event (1); ty(i) time of late occurrence of event (i); tp H(L, §)
time of early commencement of operation (i, j); tg.y i, -- time of late com-
mencement of operation (i, j); tp.o(i, 3) -~ time of early completion of operation
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(i, 3); th.o(i, §) = time_of late completion of operation (i, 3); il(i) —- maximum
path preceding event (1); L2(i) -~ maximum path succeeding event (1); tLy = dura-
tion of any path; tkp =~ duration of critical path; P(L) — full time reserve of
path (L); P(i) -- time reserve of event (1i); Pn(i i) full time reserve of
operation (i, 3); Pc(i, j) —— free time reserve o} operation; Ph(% j) — partial
time reserve of first type of operation (i, j); P;(i i) partial time reserve

of second type of operation (i, j); Kﬁ§i£ ) coefficient of intensity of opera-

tion (1, 3); Ke(i, j) — coefficient of freedom of operation (i, j).

Having become acquainted with the principal symbols and terms employed in calculat-
ing network schedules, we shall proceed directly to calculation of network schedule
parameters.

Determination of Early and Late Event Occurrence Times

In order to calculate the parameters of network schedules, it is necessary to know
the earliest possible event occurrence time tp)i and the latest allowable event
occurrence time tn(i)'

As an example we shall examine a network schedule for readying a tank battalion

for an offensive action in conditions where the battalion commander is on the ter-
rain in the sector of the forthcoming operation, has received his orders, and his
deputies and company commanders have reported to him to receive their orders. The
battalion is located in a concentration area 3 kilometers from the assembly area
assigned to the battalion (Figure 32). The battalion will be ready to initiate the
offensive action 2 hours and 10 minutes after receiving orders.

We shall determine early and late event occurrence times, For this we shall con-
struct a network schedule of readying the tank battalion for an attack (Figure 33).

In the schedule (Figure 33) the zero event (0) designates "Attack Order Received,"
while the 1l4th event (14) designates "Tank Battalion Ready for Attack." The other
events are intermediate and constitute the result of execution of corresponding
work operations. For example, event (1) is the result of execution of operation
(0, 1) and is designated "Tank battalion commander offensive mission briefing," and
event (2) -- "Time Calculation Performed," event (4) -- '"Warning Orders Issued to
Combat Subunits," etc.

In this schedule operation designations are indicated above the arrows, and their
duration in minutes beldw each arrow.

We know from the preceding material that events indicated in a network schedule do
not possess any duration. Each event is a result of the preceding work operation
(or several operations) and occurs instantaneously, as it were, as soon as the
preceding operation is completed, or the longest of the preceding operations if
there are several of them, such as operation (6, 9), which precedes event (9).
Since events do not possess duration, completion time of a preceding operation is
the commencement time of the succeeding operation.

Since the battalion commander will commence organization for the attack after
receiving the attack order, we shall assume the time of the earliest occurrence of
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Figure 32. Position of Opposing Sides During Organization for an Offensive Action
by the 2d Tank Battalion

Key:
1. Concentration area np. Infantry company
2. Assembly area mp. Tank company
3. Line of departure m6. Tank battalion
n6. Infantry battalion ad. Artillery battalion
opA. Separate reconnaissance patrol np4. Combat reconnaissance patrol

the starting (zero) event to be zero. The zero event is the commencement of the
battalion commander's work.

As is evident from the chart, operation (0, 1) runs 5 minutes, since event (1) oc-
curs as soon as operation (0, 1) ends and under no circumstances earlier, a time of
5 minutes will be the earliest possible time of occurrence of event (1).

Event (2) will take place immediately upon completion of operation (1, 2). In
view of the fact that events do not possess duration, the earliest time of occur-
rence of event (2) will be the total duration time of the two operations preceding
event (2), namely t(O, 1)+t(1, 2)=5+5=10 minutes. This is how we determine the
earliest times of occurrence of events preceded by one operation.
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Figure 33. Network Schedule of Readying Tank Battalion for Attack (example)

Key:
1. Mission briefing 11. Allocation of tasks to com~
2. Time calculation bat subunits
3. 1Issuing instructions 12. Allocation of tasks to
4. 1Issuing warning order to combat rear services subunits
subunits 13. Readying reconnaissance sub-
5. 1Issuing warning order to rear units for action
services subunit 14. Organization of reconnais-
6. Readying combat subunits for sance
attack 15. Organization of combat
- 7. Organization for attack in combat service support
subunits 16. Reconnaissance subunits
8. 1Issuing warning order to reconnais- proceed to execute mission,
sance establish observation posts
9, Commander's reconnaissance, situa- 17. Verification of execution of
tion estimate, and decision-making order
10. Readying rear services subunits for 18. Occupy assembly area for
- action offensive operation

19. Movement to assembly area
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If an event in the network is preceded by several operations, the earliest event oc-
currence time will come only when the greatest-duration operations preceding the
event occur. For example, we shall determine the earliest possible time of oc-
currence of event (8) in Figure 33. Event (8) is preceded by two sequences of
operations, namely: (0,1), (1,2), (2,3), (3,4), (4,8) and (0,1), (1,2),(2,3), (3,5),
(5,8). Event (8) will occur only when all operations preceding this event have
occurred. But these sequences of operations (we shall henceforth call them paths)
are of differing duration. Let us calculate duration of these paths:

first path:
font li.a {(:', 2l I(a, ot ’u, H= 5+5+5+4+5+0=20 minutes;
second path:

tw. 'l ’u. 2t te st '(.1, at 1(.'.. Hn= 5-45+85+ 15+ 60=90 minutes.

If all operations lying on the first path and preceding event (8) are accomplished,
this event will not yet occur, for operations (3,5) and (5,8), which lie on the
second path, will not yet be completed. Event (8) will occur as soon as these
operations are finished. Consequently the earliest possible time of occurrence of
event (8) will be a time 90 minutes after commencement of the process.

Synthesizing the above, we can draw the following conclusion: the time of early oc-
currence of any event in a network is equal to the duration of the maximum path
preceding the given event.

If we designate with il the maximum-duration path preceding event (1), the above
rule can be expressed analytically:

lyo =t Li) @h

Considering that early completion time of operation (i,j) is the time of earliest

occurrence of event (j), then tp(j) can be expressed by tp (1) and t(i,j)- In
this case we shall have

tP(j)=mix (tp(1)*t(d,i))- (22)

Formula (22) can be read as follows: the earliest time of occurrence of event (j)
is equal to the largest of the sums of the earliest occurrences of events (1) and
the durations of corresponding operations preceding event ).

It is quite obvious that in order to utilize formula (22), it is essential to know
the time of occurrence of the starting event. In most cases it is convenient to

- assume that it is equal to zero, although in principle a non-zero value can also
be determined for it.

Summarizing the above, we can conclude that the minimally requisite time between
the occurrence of the starting and given events is that time which corresponds to
advance of the process (operation) along the greatest-duration path of all paths
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jolning the starting and given event. This time is measured by the sum of opera-
tions contained in the path and determines the earliest date of occurrence of the
glven event.

As is evident from Figure 33, a network model of a process (network) includes a num-
ber of sequences of work operations. We have called these sequences paths.

Let us examine these paths in the network schedule shown in Figure 33, and summarize
them in Table 4.

Table 4.
1) llo::l‘)h:%::‘(n::;::r-l- ) Pabutis, uGpPAIYIOILILC HYTH (HOCAEAUBATEALHUCTL PABUT)
1 (lll). (l2). (2?) (34), (4.11), (11,14)
R (0.0), (12), (23), (34), (18), (8.11), (1114)
3 (0.1). (1.2), (2 3), wx;; (.n\') (8.11), (11,14)
4 (0.1}, (1,2}, (23). (35). (59), (0I2} (12,14) °
5 (0.0), (1.2), (23), (345), (59), (14
6 (0.1). (1.2}, (2,3). (335), (3.10), {IIIH) (13.14)
- 7 (0.1). (1.2), (23). (36), (0. (9020, (12,04)
8 (0.1), (1.2}, (23), (6], (6Y). uu)
9 (0.1), (L2}.(2'f (171" (7lﬂ) (IHIJ).(IJII)
10 (0.1, (1.2), (23), (37). (idi), (13,4
Key:
1. Path number (sequence of work 2. Operations forming path
operations) (sequence of operations)

The interlinkages between operations are such that each of these sequences should
mandatorily be observed. Although intuitively this is entirely understandable,

let us assume that in our network sequence No 10 is not observed, which does not
permit execution of operations (3,7), (7,13), and (13, 14), as a result of which
event (14) will not occur, that is, completion of the entire complex will not occur.
One should bear in mind that noncompletion of one of the jobs contained in a net-
work leads to nonaccomplishment of the entire operation.

Knowing the duration of each work operation separately, one can easily determine
the duration of execution of each sequence in the chart by simply adding up the
times of duration of the appropriate work operations. Thus one can determine the
length of each path in the schedule. Let us compute the duration of paths for our
example (Table 5).

It was previously stated that observance of each sequence of operations in our
example is obligatory. Therefore the entire aggregate of work operations by the
battalion commander and his staff pertaining to organization of the attack cannot
be completed sooner than 170 minutes from the moment of commencement of this work.
Since work operations in the schedule were calculated in minutes, consequently the
entire aggregate of work operations in the network will take 170 minutes. This
will be the earliest completion time for the entire aggregate of operations.

49

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000400040023-8



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000400040023-8

FOR OFFICIAL USE ONLY

Table 5.
Homep nyTH (nocacaosa- O6i1aR BPOROIKHTEABHUCTE NYTH {NOCIEIUBATEALHOCTH
(l) © TeAvhucts pabor) (2) padot), Mus
1 (0.1) +(1.2) + (2.3) 4 (34) + (4.11) + (11,14) =
=54+54+5+4+5+4 604 20=100
2 (01) +(1.2) + (23) + (34) + (4.8) + (8.11) +
+{II,I4)=5+5+5+5+0+G"+20=]Do
3 (0.1) 4 (1.2) + (23) + (3.5) + (38) + (8,11) +
4+ (11.14)=5+5+5+ 15+ 60460+ 20= 170
4 (0.0) 4 (1.2) + (2.3) + (35) + (3.9) + (9.12) +
+(12,014)=54+54+5+154+154+30+0=1
5 (0.1) 4 (1.2) + (23) + (35) + (19) + (9.14) =
=54+654+54+154+ 154 15=60
6 (0.0)+4 (1,2) + (2.3) + (3.5) + (5.10) + (10,13} +
+(1314)=5+5+5+154+154+30+ 15=90
1 (0.7)+(1.2) + (2.3) + (36) + (6.9) + (9.12) +
+ (1214)=5+5+5+10+304 30+ 0=85
(0.1) + (1.2) + (23) + (36) + (69) + (9.14) =
=54+54+54+104304+15=70
9 (0.0) 4 (1.2) + (23) + (37) + (7.10) + (10.13) +
4+ (1314)=5+5+5+5+0+4+30+15=65
10 (0,0) 4+ (12) + (2.3) + (3.7) + (7.13) + (13.14) =
=5454+5+54+30+15=65
Key:
1. Path number (sequence of 2. Total duration of path
operations) (sequence of operations),
minutes

Each of the 10 sequences of work operations 1isted in the network schedule (Figure
33), from the starting to the concluding event, is a path. The longest~duration
path is called the critical path. Consequently the ending time of the process
planned in the schedule is determined by the length of the critical path. We shall
discuss paths in more detail below.

In our example, finding the earliest time of occurrence of concluding event (14),
one can determine the length of the critical path and consequently also determine
the minimum time required to ready the tank battalion for the attack with the
adopted sequence and duration of work operationms.

Summarizing the above, we can draw the following conclusion. When computing the
earliest event occurrence time, one must calculate time following the maximum
path from the starting event to the event in question. Determining sequentially
the early time of occurrence of events, we reach the concluding event. The
earliest time of occurrence of the concluding event determines the earliest pos-—
sible completion time for the entire aggregate of work operations.

To gain a better understanding, we shall once again examine with a concrete example
the procedure of determining the earliest times of occurrence of events, as well

as the time required to complete the entire program. Figure 34 contains a condi-
tional schedule. Above the arrows we have placed numbers which indicate the
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Figure 34. Conditional Network Schedule (example for determining earliest event
occurrence times)

duration of work operations in units of time, let us say in hours. Proceeding in
the same manner as when examining the chart in Figure 33, we shall determine
early event occurrence times, which will look as follows:

L=ty tlna=0+7=T
tm_tp(,,+f(“,_0+8--8-

ph =! et (20"7" =8

t
ton= lp(?) +lpg=7+9= 16;
tl’(‘)—lp(ﬂ + t(s 0= }6 4 11=27;
tan=botlen=2+ 4 == 31,

Then, using formula (22), we find the time of earliest occurrence of event (6),
when it is preceded by two paths, and we take the greater of the sums of early
occurrences of events (i) and durations of corresponding work operations t(1,5)
In our example the earliest time of completion of the entire program (set of’
work operations) will be equal to 31 units of time, that is, 31 hours.

We shall now examine another example (Figure 35), in which we must determine the

earliest times of occurrence of events and the time of the entire program.
82,0

Figure 35. Network Model of Set of Work Operations

51

FOR OFFICIAL USE ONLY

APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000400040023-8



APPROVED FOR RELEASE: 2007/02/09: CIA-RDP82-00850R000400040023-8

FOR OFFICIAL USE ONLY

Figure 35 contains a network model of a set of work operations and indicates the
duration of each operation. Reasoning the same as in the preceding examples, we
shall determine the earlier event occurrence times and the time required for the
entire program (the entire set of work operations), indicated in Figure 36. It is
evident from the chart that the entire program time totals 131.6 units of time.

t,(7) =448 CP(IO)=35,E

t,(6)=48,0

t(1)=0 £,(3)=36,0

t,(a)-wma tp(1)=121,8

Figure 36. Network Model of a Set of Work Operations, With Indication of the
Earliest Event Occurrence Time and Time of Completion of the Entire Program

- Having become acquainted with methods of determining early event occurrence times,
we shall examine a method of determining the latest possible ty(4) event occurrence
time. Each event in the network should occur at a time whereby sufficient time
remains for accomplishment of all work operations following these events.

Let us return once again to the chart in Figure 33 and examine event (9). This
event should take place in such a manner that after its occurrence there remains
time for accomplishment of operations (9, 12) and (12, 14). In order to find this
time we must subtract from the time of occurrence of the concluding event, which
is characterized by the length of the critical path, the maximum path from the
paths following the given event (i).

Path (9, 12, 14) will be the maximum subsequent path for event (9). Consequently,

ty o= bp— “(9. P t(/;, W= 170 — (30 - 0) = 140 minutes.
This means that the latest time of occurrence of event (9) should not exceed 140
minutes after the start of the process. If this event takes place later, the en-
tire process will not be completed by the prior calculated time, that is, in 170
minutes; the time will increase, by the amount by which event (9) occurs late.

If we designate with iZ(i) the maximum path following event (1), this rule can be
expressed with the following formula:

Iu(l) = [kp_ t (zzu))' (23)
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Thus an event late occurrence time is calculated as the difference between the
duration of the critical path and the duration of the maximum path of those paths
following event (1).

One proceeds in the reverse manner in computing the time of the latest allowable
event occurrence time, that is, not as in determining the earliest event occur-
rence time, but as follows: calculation begins with the concluding event and
proceeds to the starting event.

One should bear in mind, however, that for events lying on the critical path, event
early occurrence time tp (i) is equal to event late occurrence time tu(i)» that is

tp(i)=ta(i)-

Figure 37. Network Schedule (Example) for Determining Event Late Occurrence Time

Now we shall determine with a concrete example (Figure 37) late occurrence times
for events (8), (7), (6), and (3). The numbers above the arrows indicate days.

. We shall first determine the length of critical path in days:

bo=4tynt toq T buat Lot o=
=90+ 60+ 100+ 50 + 40 = 270.

Consequently, the critical path is equal to 270 days. We then determine late oc-
currence time of concluding event (8). It is determined by the critical path. We
know that the earliest occurrence time for a concluding event ty(g) is 270 days.
But we also know that the earliest occurrence time for the concluding event is
equal to concluding event late occurrence time ta(8)» that is,

b =tuy=210.
Then we determine in the same manner the late occurrence time for event (7):
Loy =tep — L7, =270 -- 40 = 230,
After this we determine late occurrence time for event (6):
fuey=tep— by 5, ) = 270 — (40 + 50) =270 — 90 = 180.
And finally, we determine late occurrence time for event (3):

busy = tep— Uy, 9 g, ») =270 -~ (40 + 10) =270 — 50 = 220.

Thus in our example the late occurrence time (times) of events (8), (7), (6), and
(3) are 270, 230, 180, and 220 days respectively.
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Determination of Early Start and Finish Time of Work Operatioms

Each event in a network schedule is simultaneously a terminal event for certain
operations and an initial event for others. In the chart depicted in Figure 33,
for example, event (3) is the end of operation (2, 3) and the beginning of opera-
tions (3, 4), (3, 5), (3, 6) and (3, 7). Therefore, in addition to an early date
of occurrence of a given event, the time of possible early beginning and ending of
work operations is also determined for network schedule calculations.

Work operation early commencement time (tp.H(i, j)) is determined as follows. It
was noted above that events do not possess duration. As soon as a work operation
has ended, one can assume that the event has occurred. On the basis of this one

can state that the early commencement time of a work operation is equal to event

early occurrence time, that is,

) bne = b (24)
or, substituting ﬁvu=='“ax(%auhl)4‘tm.uh we obtain
tp. w,p = lllﬂi( (tp. n, ) + t(h. l))' . (2-’)

In Figure 33 an early beginning, of work operation (2, 3), for example, will be
equal to the early occurrence time of event (2), that is, tp 1(2,3)"tp(2):

‘p. w = tp(l) + t(,, P 5+45=10 minutes.

Since tp H(2,3)"tp.(2)» then tp.H§2,3;=10 minutes. This means that the earliest
commencement time for operation (2, 3)willbel0 minutes later than commencement of
the process,

Work operation early completion time ((tp.o(i, j)) is defined as the sum of the
early occurrence time of event (i) and duration of operation (i, j). This can be
expressed by the following formula:

tp- o p=bwt Ly

Let us examine early completion time of operation (2, 3) in Figure 33. Since the
early occurrence time of event (2) was previously determined ((ty(2)=10 minutes) ,
we shall take the time of operation (2, 3) from the chart. It is equal to 5 minutes.
Consequently, early completion time of operation (2, 3) will be

¢ =10+5=15

p.0(23) minutes.

This means that early completion time of operation (2, 3) can occur 15 minutes
after commencement of the process.

Figure 38. Network Model (Example for Determining Early Start and Early Completion
of Work Operations)
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tpo(2,3)09 g‘u(sﬂ)-m

t 3 (llz, “0 tg,f! 2)e B
P poth
'un(zn’)'s tﬂg{‘.sl'ls ‘no‘-"-”'??

- tool241=8 (4)¢,,(4,5)-8

Figure 39. Solution of the Problem Presented in Figure 38, With Indication of
- Early Start and Early Completion of Operations

Now we shall follow with another example the procedure of determining work opera-
tion early start and finish time. Figure 38 contains a schedule of a simple
operation, indicating individual work operations, their sequence and duration.
Determine early commencement and completion time for each work operation and com-
pare your solution with the results given in Figure 39, where these times are in-
dicated above each work operation.

At the beginning of each work operation is placed the time of its early start, and
at the end -- work operation early completion time.

Determination of Critical Path

We discussed above the term path. We shall recall that in any network schedule
each sequence from the starting to the concluding event is a path. There can be
many such paths, and they can be of differing duration. A special place in
program evaluation and review technique, however, is assigned to the so~called
critical path.

Critical path is that path in a network schedule, running from the starting to con-
cluding event, which is the longest in duration of time. When we say "the longest
path in the network," this should be precisely construed as to mean that this is
the minimally requisite time objectively needed to accomplish the entire group of
work operations contained in the network. The entire aggregate of work operations
cannot objectively be accomplished in less time than the critical path time.

Why is it called critical? There are two reasons for this. First of all, precise-
ly this path determines, by its character in the network schedule, the duration of
accomplishment of the entire aggregate of work operations. Secondly, the term
"eritical path" should draw attention to this group, to this chain of work opera-
tions. It is precisely the sequence of work operations lying on this path which
determines the course of the business at hand (process, aggregate of work opera-
tions, program). While delay in other operations not lying on the critical path
may in principle not affect accomplishment of the entire process as a whole, any
delay in critical-path operations increases its duration, and therefore increases
the time required to accomplish the entire process.
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Consequently calculation of the schedule and determination of the critical path
are essential in order to concentrate attention precisely on the critical chain

of events. The network schedule not only requires this but also provides the pos-
sibility of seeing such a path. The critical path is precisely that link in the
overall network of complex interlinkages, by seizing which one can pull the entire
chain. The positive properties of the critical path comsist in practical applica-
tion of the idea of a master link for the control of complex processes.

There exists awell known principle of concentration of attention and resources on
decisive axes and sectors during critical periods of performance of combat mis-
sions. In traditional troop control practices, however, selection of such sectors
as well as proper time is accomplished by the intuition and experience of the com-
mand authorities. No process model is examined.

Network schedules constitute a complex operation model, carried out under quite
specific conditions and requiring specific types of resources and time. Such a
model depicts specific features of the entire operation (program) in an inter-
dependence and interconditionality. The idea of master link in an overall network
of events and operations, which was stated above, receives here a quite sharp, well-
defined graphic description.

Determination of the critical path and consequently elucidation of the events and
operations lying on this path makes it possible to concentrate attention primarily
on precisely those critical operations and events which determine the duration of
the overall operation (process), rather than scattering attention on the entire
mass of events and operations comprising the network. Indeed, we can see in
Figure 33 that of the total of 14 events, only 8 events lie on the critical path
o, 1, 2, 3, 5, 8, 11, and 14), while only 7 of the total of 22 operations lie on
the critical path: (0, 1), @, 2), (2, 3), G, 5), G, 8), (8, 11), and (11, 14).

It is quite understandable that in this instance it is easier to follow just the
events and operations lying on the critical path. This is especially important
when there are very many operations in the program being planned.

Table 6 shows the percentage share of critical operations in programs of varying

complexity.
Table 6.
06::“:;0:0:'::“:'&“0 ( l) I(oalwecnponoﬁwml'lucuuz 2) Ynml.nunpl;%(;"x.nl:‘;:uvlecx;lx (3)
10 34 -0
100 12.~15 12105
1000 70---80 1~8
5000 150 —160 2—1
Key:
1. Total number of operations in 2. Number of critical operations
network 3. Percentage share of critical
operations
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The critical path is found as a result of calculation of the entire network and
determination of the earliest possible event occurrence and operation completion
times. As soon as the earliest completion time for the last operation is found,
as well as that of the concluding event in the network, the earliest completion

- time for the entire operation (program) will also be found, that is, the program
critical time will be determined.

If we turn to the chart (Figure 33), we shall see 10 sequences of operations. Each
of these sequences is a path. The durations of all paths were calculated. Path 3
proved to be the longest (see Table 5). 1Its duration is 170 minutes. This is the
critical path of this network. This time for readying the battalion for an attack,
however, is not satisfactory, for according to the specified conditions the bat-
talion is to be ready to attack in 2 hours and 10 minutes, that is, in 130 minutes.
Consequently it is necessary to alter the work sequence to ready the battalion for
action, in order to shorten the critical path by 40 minutes. The method and
procedure of improving the network will be examined in the next chapter.

One must bear in mind that there may be several critical paths in a single network.
Sometimes the critical path in networks may branch out into several paths and once
again converge into a single path.

Thus a critical path is distinguished by two characteristics, which play an impor-
tant role in analyzing the aggregate of work operations:

the greatest amount of time is expended on passage from the starting to the
concluding event along the critical path;

delay in the occurrence of any event lying on the critical path causes
precisely the same delay in occurrence of the concluding event.

All complete paths other than critical paths are called unstressed paths. These
unstressed paths in turn are divided into subcritical paths and paths possessing
a considerable time reserve.

Paths close in duration to critical are called subcritical. Subcritical paths
are characterized by the fact that in carrying out a number of measures which can
shorten critical paths, subcritical paths may become critical.

Experience in employing program evaluation and review technique indicates that one
should also always closely moniter subcritical paths. If only critical paths are
closely watched and subcritical paths ignored, there is greater probability of
unwarrantedly large extension of operation execution times outside the critical
path. Extending operations time on paths which differ little from critical paths
can alter the situation, and a subcritical path on which delay of work operations
has occurred may become a critical path,

Concentration of attention on critical and subcritical paths will make it possible
to foresee and predict the occurrence of bottlenecks and breakdowns in operations
in the course of a process.

One should bear in mind that subcritical paths possess only a small time reserve.
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Unstressed paths, which possess a large time reserve, are characterized by the fact
that resources can be removed from these paths (equipment, for example) and trans-
ferred to critical paths in order to speed up operations on these paths and thus
shorten critical path time and consequently time of the entire process as a whole.
Precisely this is the principal element in program evaluation and review technique,
since it enables one to maneuver internal reserves and resources and thus to speed
up accomplishment of the process (operation) without resorting to utilization of
outside manpower and resources.

Figure 40. Example for Determining Critical Path on a Schedule

Now we shall examine with a concrete example the procedure of determining critical
path. Figure 40 contains a network schedule of a group of operations, which shows
the operations, their duration and sequence, as well as five paths. Analyzing the
chart, we can determine the duration of each path, namely:

for path Nelf, 5+ tgg=3+7=10C

for path M2¢,,+ t“.,,-;—-ﬁ +4 =10

for path Ne 3 Q,J,,-{- Lo g +4q =34+54+4=12

for path M4ty gtlentlsy=06+3+5=14

for path M5 f 4t togttesnTt ts, g =3 + 54 3+45=16.

The critical path is the path of longest duration in time. Consequently, in our
example the critical path (tkp) is equal to 16 and runs through events 1, 3, 4, 5,
and 6 (Figure 41).

Figure 41. Solution of the Problem Presented in Figure 40

We shall endeavor once again to find the critical and subcritical paths in the
schedule contained in Figure 42, on which there are a total of five paths.
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Figure 42. Example for Determining Critical and Subcritical Paths

Analyzing the schedule and determining the duration of sequences of operatioms,
we obtain the following:

for path o
Ne 1 t‘,‘,)-i-l(“)-}-t(_,_,,=3+2+ 12=17;

Ne 2 by Ly Lot b = 3+2+4+6=15;
for path Ned £y nttgat tanttog= 3+43+5+4-6=IT;
for path Ned t, -+ bont tagtlent too =343+

for path

+24246=16 .
for path M B8fyatlonthantlantloa=3+2+
+3+246=16. c

As is evident from the calculation, there are two critical and two subcritical paths
on the chart (Figure 43).

Figure 43. Solution of Problem Contained in Figure 42
Critical paths:
path No 1, running through events (1), (2), (3), and (8);

path No 3, running through events (1), (2), (4), (7), and (8).
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Subcritical paths:
path No 4, passing through events (1), ), ), 6), (7, and (8);
path No 5, passing through events (1), (2), (5), (6), (7), and (8).

Thus in solving the problem in the chart (Figure 42), we obtain two critical and
two subcritical paths. It follows from this that there may be several critical
and subcritical paths in a single schedule.

Determination of Latest Allowable Operation Start and Completion Times

We shall recall that in the network schedule (Figure 33), the earliest possible
operation commencement times were determined sequentially from the starting (zero)
event to the concluding (14th) event. We utilized formulas (27) and (28).

Having determined the early commencement time for the concluding (14th) event, we
shall establish the critical path and completion time for the entire process. All
other paths are shorter than critical. If we remove resources from these paths
and shift them to the critical path, we can shorten its duration. 0f course this
will lengthen the chains of operations from which resources were removed.

One should bear in mind, however, that the paths from which resources have been
removed should not be excessively lengthened, and no other path should become
longer than the initially calculated critical path. Of course it is necessary to
maintain some limit to path extension. For thiz we employ the terms and indicator
of the latest allowable operation start and completion time. This indicator is
designated by the symbol tg(i), where i is the number of the event for which the
indicator is determined. This indicator is to designate the time beyond which it
is impermissible to delay the performance of work operations which converge on a
specific event. If a work operation is extended beyond tp(i), this means

delay of completion of the entire process.

It is quite understandable that tq(i) is linked with events, and particularly with
the concluding events in the network. After early completion time for the conclud-
ing event has been determined, it becomes obvious that early and late completion
time for the concluding event should be equal, that is, tp(i)=tp(i)- This assump-
tion is logical, for there is no sense in immediately establishing that operzcions
will extend beyond the time of the concluding event.

Knowledge of the earliest and latest allowable event occurrence time makes it pos-
sible to specify those which lie on the critical path. Events the earliest and
latest time of occurrence of which coincide lie on the critical path. The arrows
which link these events correspond to the critical sequence of work operations.

it has already been established that each work operation has an early start and an
early completion. In like manner, each operation can have a late start and late
completion.

Thus o